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Abstract

After the great development in the use of the internet and widespread use of e-commerce sites, the problem of the large number of products offered appeared, thus causing confusion for customers in choosing the suitable products for their needs. To overcome this problem, e-commerce sites using the recommendation systems to nominate products to customers personally according to their needs. The proposed system combines two types of recommendation systems they are content-based filtering which uses cosine similarity function to find the similarities between the products described by texts and collaborative filtering, which uses correlation similarity function to nominate products similar in the evaluation to the products that have been previously purchased and evaluation by customers.

Several problems are solved by the proposed system in a simple way and at the same time with high efficiency and accuracy, such as the cold start, scalability, synonymy and spared the data problem. [DOI: 10.22401/JUNS.20.2.19]

Keywords: E-commerce, Personalized Recommendation System, Content-based, cosine similarity, correlation similarity.

Introduction

The vast improvement in the internet area was met with a huge improvement in the e-commerce area. Those sites have been established in a way to play one of the lead roles in people's lives by introducing different products, this thing has caused confusion to the customers in deciding what products suit them, and people who especially face that are customers who don’t have practice. This way, a pressing need appeared in the system which makes it simpler for the customer to decide what product suits him best. [1]

E-commerce web sites used recommendation and suggestion methods significantly in different applications in order to attract the highest possible number of customers. By this boosting their income because the information given to the customers prior or during the period of purchase can directly influence the consumer's purchase choice. [2]

Recommendation methods are software programs spreads highly utilized by Web sites. It is used to filter huge amounts of information for suggesting suitable items to the customers. Those items may be movies, news, books, documents, games, music, web pages or products, etc. [3] [4]

There are different types of recommendation systems, the most frequently used are: content-based filtering (CBF), Collaborative filtering (CF) which divides into two types (user-based, item-based), demographic, knowledge-based filtering and finally hybrid approach which combines two or more recommendation systems to address the problems that exist in these systems, such as cold start, scalability, sparsity and Gray sheep problem that appear in the CF or the problem of lack of diversity in the presentation of products suffered by CBF [3-6]. Since any system must take into account two basic points, cost and benefit from the system. [7]

All RSs need information about the customers, items or both of them, for producing a table of recommendations [18].

Fig.(1) illustrates RSs that use feedback methods which are divided into the three types: Explicit feedback Where it is In this method the customers evaluate items explicitly through the interface system after the system asks for the customer to do that, for improving the suggested items, Implicit feedback where it is In this method information is gathered without the customer’s interference through observing a customer’s behavior by the
system, the last one is Hybrid feedback where it is In this method integration between the former two types. This information about the user's interests is stored in the users’ profiles. Furthermore, it is useful for submitting recommendations and suggestions then they are processed by the RS in generating a table of recommendations. [19]

Fig.(1): The recommendation process.

The proposed system integrates both CBF and item based CF in order to address existing problems. CBF is use cosine-based similarity function in order to find the similarity between two products that described in the data base by texts. If the vector \(i\)={x1, y1}, vector \(j\)={x2, y2} then the resemblance between a product (i) and a product (j) might be depicted in the equation below:

\[ S(i, j) = \cos(i, j) = \frac{i \cdot j}{\|i\| \|j\|} = \frac{x_1x_2+y_1y_2}{\sqrt{x_1^2+y_1^2}\sqrt{x_2^2+y_2^2}} \] ............................................. (1)

While in the item-based CF, customers (c) ranked product (i) and product (j), then the pearson’s correlation will be calculated by:

\[ s(i, j) = \frac{\sum_{c \in C}(r_{c,i} - \overline{r}_i)(r_{c,j} - \overline{r}_j)}{\sqrt{\sum_{c \in C}(r_{c,i} - \overline{r}_i)^2}\sqrt{\sum_{c \in C}(r_{c,j} - \overline{r}_j)^2}} \] .................(2)

So, \(r_{c,i}\) is the ranking of customers c on the product (i), \(\overline{r}_i\) is the mean ranking of the ith product by every customer, C is a Collection of customers who ranking products i, j together. [8-10]

Obtaining Prediction is the most vitally crucial stages in a CF system. For item-based CF prediction, the prognosis on a certain product (i) for a customer (c) can be calculated by utilizing the summation of the rankings of the customer to products weighted by similarity between various products, as the following formula:

\[ P_{c,i} = \frac{\sum_{i \in I} r_{c,i} \times s(i,j)}{\sum_{i \in I} s(i,j)} \] ............................................. (3)

Where the summations are overall other rated products \(i \in I\) for customer c, \(S(i,j)\) is the similarity between products i and j, \(r_{c,i}\) Is the ranking for customer c on product i. I20-21]

1.2. Related works

Many studies have been made to address the problems of RS in several respects such as:

1. [13]. The author used web usage mining to generate a dynamic RS in real time to customers in e-commerce sites, regardless of whether the customers are registered or unregistered. Web logs are analyzed in order to predict the behavior of customers and their interests. Item based recommendation technique is used for unregistered customer and user based recommendation technique is used for registered user. Nomination for the accuracy of that system for registered customers ranged from 80-85, but for unregistered customers ranged from 65-70.

2. [14]. The author integrates both CF and Demographic RS to solve the problem of
cold start, it is one the challenges faced by CF. Therefore the personal information of each of the new customer and customers' existing in the database (DB) is compared in order to find the similarity between them. K-means clustering algorithm is the data mining technique used by CF and Demographic RS to find similarity between users.

3. [15]. The author integrates each of the user-based CF and item-based CF at the same time, then combines two predicted results from both item-item similarities and user-user similarities in order to address the sparsity of data problem and increase accuracy.

4. [16]. The author combines CF and Non-personalized in order to propose products to customers. Non-personalized nominated products to all customers in general, without exception, are nominating products that have the highest average ratings. While CF, used Pearson-correlation algorithm for user-based collaborative techniques to measure the similarity between active user and other users.

5. [17]. The author combines between the two techniques, CF and knowledge based recommender system. The new customer enters his needs without the need for a previous customer record using a simple model, while using three approaches for submission of proposals to customers who are already registered in the system. The first recommended approach depends on a user’s history to determine customer's favorites by submitting suggestions similar to items that the customer is looking for previously. The second Recommendation approach suggests suitable products to the customer based on finding similarities in interests between the active customer and other customers registered in the system. The last type, Recommendation approach submitted suggestions to the customer based on customers' previous preferences for the kitchen and location to propose appropriate restaurant to the customer.

Structuring of the Proposed System

The proposed system integrates the two types of RS: CBF and item-based CF to build an efficient system that addresses most of the problems of RS.

It consists of two main stages, the first stage called CBF stage, which especially for new customer (unregistered) who does not have purchasing records in the DB, while the second stage is for the customer who already registered in the system means he/she has a previous purchasing records.

In the first stage the proposed system uses CBF to nominate products to new customers. CBF in the proposed system used categories of products to nominate products. The categories of products described by a string of words (e.g. Office Products, Office & School Supplies, Paper, Photo Paper), which are similar to the products chosen by the customer in the past. It capable of dealing with the problem of new products that are not rated by any customer till now.

In the second stage called CF stage, which the system uses the item-based CF to nomination products to customers registered in the system and who have previously record purchase in the DB.

E-commerce sites such as Amazon prefer to used item-based CF instead of user-based CF because the number of products is less than the number of customers, so that find the similarities between the products is faster and less expensive than finding similarities between customers.[3][11]

The following steps illustrate the general steps of the proposed system, see Fig.(2):

**Step_1:** The first stage begins when the new customer signs up to the system, then login using his/her name and password. After that the system will allocate an identification number (ID) to the customer and store all customer information in the costumer profile DB.

**Step_2:** The customer selects a particular product from the products list, and then the system uses CBF to generate a list of the recommendations to the customer.

**Step_3:** The CBF connects to the DB to extract product information, in order to calculate the similarity degree between the
current product chosen by the customer and the products existing in the DB.

**Step 4:** The CBF generates a list of recommendations of products which get high percentage of similarity with a product that has already been selected by a new customer.

**Step 5:** The system provides a list of recommendations to the new customer.

**Step 6:** The customer chooses one product from a recommended list according to his/her preferences, then the system imposes on the customer to rate the product that has been purchased. After that, the system will update both the customer profile DB and the ratings products file.

**Step 7:** when the customer previously registered in the system using his name and password, which is used to register in the system in the first time sign up into the system. The system uses this information (name, password) to get a customer ID from the customer profile.

**Step 8:** The system uses CF to generate a new list of the recommendations to the customer Based on customer's purchasing history.

**Step 9:** The CF connects to the DB to extract information from customer profile DB and products rating file, in order to calculate the correlation degree between the product chosen by the customer previously and the products existing in the DB.

**Step 10:** The CF generates a recommendations list, which gets a high percentage of correlation between the products that has already been selected by a registered customer.

**Step 11:** The system provides a recommendations list to the registered customer.

**Step 12:** The customer chooses one product from a recommended list according to his/her preferences, then the system imposes on the customer to rate the product that has been purchased. After that, the system will update both the customer profile DB and the ratings products file, Similar to Step 6.

---

**Fig.(2): General steps of the proposed system.**
Experimental Result and Evaluation

A- The Dataset:
The data set contains metadata of 320 Office Products, in addition to 500 customers buy different products from these products and have rated it. [12]

B- CBF Stage
For example, when Costumer selects a particular product such as that (Classroom Decoration) from the list of product the following points are used to calculate the similarities among products:

1. The proposed system extracts ID of the selected product from the product profile in the DB in order to use it to extract the main category, which is for the selected product (Office Products, Office & School Supplies, Education & Crafts, Arts & Crafts Supplies, Classroom Decorations).
2. Convert main category to the array of token (x) = (Office, Products, Office, & School, Supplies, Education, & Crafts, Arts, & Crafts, Supplies, Classroom, Decorations).
3. For each sub_categories extract the main categories for it and convert it to the array of token (yi).
   i= 1…n, where n is the number of sub_categories.
   For example: The other sub_categories = (paper).
   The main category is = (Office Products, Office & School Supplies, Paper), convert to array of token (yi)= (Office Products, Office, & School, Supplies, Paper).
4. Integrate array (x) with array (yi) in a unique array (k) without repeating the type of words.
   K = (Office, Products, & School, Supplies, Education, Crafts, Arts, Classroom, Decorations, Paper).
5. Generate vector (A) by searching for each value of the array (x) within the array (k) if the value exists put one in vector (A) else put zero in vector (A).
   Vector A= x (1,1,1,1,1,1,1,1,1,0).
6. Repeat step5 for each type of product to generate vector (B).
   Vector B= y (1,1,1,1,1,0,0,0,0,1).
7. Cosine similarity is used to measure the similarity between vector (A) and vector (B) as follows:

\[
\vec{A} \cdot \vec{B} = 1 \times 1 + 1 \times 1 + 1 \times 1 + 1 \times 1 \ldots \ldots = 5
\]

\[
\|\vec{A}\| = \sqrt{1^2 + 1^2 + 1^2} \ldots \ldots \ldots = 3.162
\]

\[
\|\vec{B}\| = \sqrt{1^2 + 1^2 + 1^2} \ldots \ldots \ldots = 2.449
\]

\[
S(\vec{A}, \vec{B}) = \frac{5}{3.162 \times 2.449} = 0.645
\]

Consequently the similarity between the selected product and all other categories is displayed in Table (1).
Table (1)
The results of using the cosine similarity function.

<table>
<thead>
<tr>
<th>Product name</th>
<th>Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appointment Books &amp; Planners</td>
<td>0.47</td>
</tr>
<tr>
<td>Class Records &amp; Lesson Books</td>
<td>0.66</td>
</tr>
<tr>
<td>Wide-format Paper</td>
<td>0.55</td>
</tr>
<tr>
<td>Copy &amp; Multipurpose Paper</td>
<td>0.55</td>
</tr>
<tr>
<td>Inkjet Printer Paper</td>
<td>0.25</td>
</tr>
<tr>
<td>Photo Paper</td>
<td>0.59</td>
</tr>
<tr>
<td>Dry Erase Boards</td>
<td>0.52</td>
</tr>
<tr>
<td>Impact &amp; Dot Matrix Printer Ribbons</td>
<td>0.28</td>
</tr>
<tr>
<td>Pins &amp; Tacks</td>
<td>0.50</td>
</tr>
<tr>
<td>Rubber Bands</td>
<td>0.50</td>
</tr>
<tr>
<td>Correction Tape</td>
<td>0.52</td>
</tr>
<tr>
<td>Erasable Markers</td>
<td>0.50</td>
</tr>
<tr>
<td>Mechanical Pencil Leads</td>
<td>0.47</td>
</tr>
<tr>
<td>Wooden Colored Pencils</td>
<td>0.50</td>
</tr>
<tr>
<td>Ballpoint Pens</td>
<td>0.50</td>
</tr>
<tr>
<td>Compasses</td>
<td>0.50</td>
</tr>
<tr>
<td>Protractors</td>
<td>0.50</td>
</tr>
<tr>
<td>Printers</td>
<td>0.38</td>
</tr>
<tr>
<td>Conference Room Tables</td>
<td>0.33</td>
</tr>
<tr>
<td>Calculators Basic</td>
<td>0.59</td>
</tr>
<tr>
<td>Laser Printers</td>
<td>0.35</td>
</tr>
<tr>
<td>Lateral File Cabinets</td>
<td>0.30</td>
</tr>
<tr>
<td>Mobile File Cabinets</td>
<td>0.30</td>
</tr>
<tr>
<td>Vertical File Cabinets</td>
<td>0.30</td>
</tr>
<tr>
<td>Racks &amp; Displays</td>
<td>0.31</td>
</tr>
<tr>
<td>Shelving &amp; Storage</td>
<td>0.30</td>
</tr>
<tr>
<td>Storage Cabinets</td>
<td>0.30</td>
</tr>
<tr>
<td>Lecterns &amp; Podiums</td>
<td>0.31</td>
</tr>
<tr>
<td>Mail Carts</td>
<td>0.33</td>
</tr>
<tr>
<td>Desk Chairs</td>
<td>0.33</td>
</tr>
<tr>
<td>Stools</td>
<td>0.33</td>
</tr>
<tr>
<td>Task Chairs</td>
<td>0.33</td>
</tr>
<tr>
<td>Computer Workstations</td>
<td>0.33</td>
</tr>
<tr>
<td>Office Desks</td>
<td>0.35</td>
</tr>
<tr>
<td>Bulletin Boards</td>
<td>0.55</td>
</tr>
<tr>
<td>Inkjet Printer Ink</td>
<td>0.33</td>
</tr>
<tr>
<td>Pencil Sharpeners</td>
<td>0.52</td>
</tr>
<tr>
<td>Mechanical Pencils</td>
<td>0.48</td>
</tr>
<tr>
<td>Desktop Staplers</td>
<td>0.52</td>
</tr>
<tr>
<td>Liquid White Glues</td>
<td>0.45</td>
</tr>
<tr>
<td>Store Sign Holders</td>
<td>0.50</td>
</tr>
</tbody>
</table>

8. If the result of similarity >= 0.48 and <= 0.98, the ID of the sub_categories adds to the array.

9. Then the system uses the ID of sub_category to recommend one product for each sub_category.

C- The CF Stage
This stage begins when the customer who already registered in the system requested sign in to the system.

The system nominates similar products by rating to the old purchased products using item_based CF technique. Also, the system displays the products that the customer has to purchase in the past in the same page.

In the proposed system the item-based technique uses Pearson’s Correlation in order to compute correlation between similar products, as it is shown in equation (2).

The prediction on a certain item (i) for a customer (a) can be calculated by using the equation (3).

For example
If the customer who has the ID number (51), bought the product which has the ID number (140), then gave the product rating is given (5).

To nominate suitable products to the customer, the proposed system performs the following calculations:

Calculate the correlation between the products
1. Calculate the average rating for each customer who bought the product (140), with the exception of active customer (51), as it is shown in the following table.

Table (2): shows ID for the customers who bought the product (140), in addition to the rating of their selected product. The table below starts from customer ID 7 and ends with customer ID 3739.
2. Calculate rates averages for all products except that are on the list of previous purchases for active customer (51), for example, the product which has the ID number (10), as it is shown in the following table.

Table (3): shows ID for the customers who bought the product (10), in addition to the rating their choice for this product.

Table (2)

<table>
<thead>
<tr>
<th>No</th>
<th>Customer ID</th>
<th>Rating</th>
<th>No</th>
<th>Customer ID</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>1</td>
<td>15</td>
<td>2398</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>1</td>
<td>16</td>
<td>2562</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>184</td>
<td>4</td>
<td>17</td>
<td>2853</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>375</td>
<td>4</td>
<td>18</td>
<td>2879</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>615</td>
<td>5</td>
<td>19</td>
<td>2889</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>623</td>
<td>5</td>
<td>20</td>
<td>2957</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>726</td>
<td>5</td>
<td>21</td>
<td>3205</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>1110</td>
<td>5</td>
<td>22</td>
<td>3301</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>1240</td>
<td>3</td>
<td>23</td>
<td>3485</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>1264</td>
<td>4</td>
<td>24</td>
<td>3537</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>1963</td>
<td>5</td>
<td>25</td>
<td>3578</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>2040</td>
<td>3</td>
<td>26</td>
<td>3739</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>2363</td>
<td>4</td>
<td></td>
<td>Total</td>
<td>98</td>
</tr>
<tr>
<td>14</td>
<td>2379</td>
<td>5</td>
<td></td>
<td>Rating average</td>
<td>3.76923</td>
</tr>
</tbody>
</table>

3. Correlation between the producer (140) and the product (10) is calculated by the following equation:

\[
s(140,10) = \frac{\sum_{i\in C}(r_{140,i} - \bar{r}_{140})(r_{10,i} - \bar{r}_{10})}{\sqrt{\sum_{i\in C}(r_{140,i} - \bar{r}_{140})^2 \sum_{i=1}^{n}(r_{10,i} - \bar{r}_{10})^2}}
\]

Where

\[
C = (2562, 2889, 3205, 3485, 3739)
\]

\[
\bar{r}_{140} = 3.76
\]

\[
\bar{r}_{10} = 3.76
\]

\[
s(140,10) = \frac{(4-3.76)(5-3.76)+(5-3.76)(4-3.76)+(5-3.76)(4-3.76)+...}{\sqrt{(4-3.76)^2+(5-3.76)^2+...}} \sqrt{(4-3.76)^2+(4-3.76)^2+...}
\]

\[
s(140,10) = 0.498
\]

Notice from the above equation, the similarity between the products (140,10) is calculated only to customers who bought producers together, who have the following ID numbers (2562, 2889, 3205, 3485, 3739). Thus, the process is repeated between the producer (140) and the remaining the products in the DB, as shown in the following table.
Calculating item_based prediction
The proposed system uses the average weight to predict the rating of the customer (51) on the product (140). Prediction equation will apply to all products, but in this example will be applied to the product (10) only.

\[
P_{51,10} = \frac{\sum_{140 \in \mathcal{E}} r_{51,140} \times s_{(140,10)}}{\sum_{140 \in \mathcal{E}} |s(140,10)|}
\]

where \( I \) represents all the products in the customer's purchasing history, in this example the product (140) is the only product in customer's purchasing history. And 
\[
r_{51,140} \text{ represents the rating of costumer (51) on product (140)}
\]

\[
P_{51,10} = \frac{5 \times 0.498}{|0.498|} = 5
\]

The following table shows the results of prediction for all products in the DB.

<table>
<thead>
<tr>
<th>ID (j)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>S(140,j)</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.49</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>ID (i)</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S(140,j)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>ID (i)</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td>39</td>
<td>40</td>
<td>41</td>
<td>42</td>
<td>43</td>
<td>45</td>
<td>46</td>
<td>47</td>
<td>49</td>
<td></td>
</tr>
</tbody>
</table>

Illustrates the results of calculating correlation between the product (140) and all products in the DB.
Thus, the system will nominate products that get a rating close to the customer evaluation of products in the purchasing history. However, according to the results obtained in this example, the products that will be nominated are (7, 10, 17, 25, 34, 42, 69, 98, 196, 207, 232, 246).

**Switching between Item-based CF and CBF**

There are situations in which the proposed system switches or combines techniques of item-based CF and CBF, as shown in the following points:

1. If the customer has previously registered in the system, but did not buy any product, then the system will use CBF in the recommended products to the customer according to his current choices.
2. If the customer is buying products, but these products do not have any similarity rating with products in the DB, thus the system will use the CBF technique to
nominate products to the customer, these products are similar to the existing products in the purchasing history.

3. If the customer bought products, but these products are new products and have not been rated by the other customers, thus, the system will use the CBF technique to nominate products to the customer, these products are similar to the existing products in the purchasing history.

4. The customer bought products, but some purchased products are new products which have not been rated by other customers, while the remainder products have been rated by other customers, thus the proposed system will merger item_based CF in order to nominate products similar to products that have been previously rated with the CBF in order to nominate products similar to new products that do not have any rating.

Conclusions

After achieving the building and implementations of the proposed system, the following conclusions are drawn:

1. The using of the CBF in the proposed system contributes to overcoming the drawbacks such as a new customer, new product, synonymy, and scalability.

2. Selecting the upper limit of the similarity degree between the products maximums to (0.98), contributes to solving the problem of nomination of the same products which have been selected by the customer previously.

3. The using of the cosine function in order to find the similarity between products at the CBF stage contributes to the nomination products in a simple and efficient manner.

4. The using of Item_based CF, contributes to solving the problem of diversity and snap in nomination products to the customers, which the CBF suffers from.

5. The using Item_based CF increases speed of the process of nomination products to registered customers because it depends on finding similarities between the products, and not between the customers, where the number of products is much less than the number of customers.

6. Merger between the CBF and item_based CF contributes to addressing the problems that exist in both types, therefore building an integrated system is characterized by the ability to nominate products in an easy and efficient manner.
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